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#### Abstract

In this paper, the existence of the solution for strong vector equilibrium problems is studied by using the separation theorem for convex sets. The arc-wise connectedness and the closedness of the strong solution set for vector equilibrium problems are discussed; and a necessary and sufficient condition for the strong solution is obtained.
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## 1 Introduction

Let $X$ be a real Hausdorff topological vector space, $A$ a nonempty subset of $X$, and $g: A \times A \rightarrow$ $R$. Then the scalar equilibrium problem consists in finding $x_{0} \in A$ such that

$$
g\left(x_{0}, x\right) \geq 0 \quad \text { for all } x \in A .
$$

This problem provides a unifying framework for some important problems such as optimization, saddle point problem, Nash equilibrium problem, fixed point problem, variational inequality, and complementarity problems and has wide applications in mathematical economics and mechanics (see Blum and Oettli [1]).

Now let $Z$ be another real locally convex Hausdorff space, and $Z^{*}$ the topological dual space of $Z$, and let $C \subset Z$ be a closed convex pointed cone. Let $C^{*}=\left\{z^{*} \in Z^{*}: z^{*}(z) \geq 0\right.$ for all $z \in C\}$ be the dual cone of $C$. The cone $C$ induces a partially ordering in $Z$, defined by

$$
z_{1} \leq z_{2} \text { if and only if } z_{2}-z_{1} \in C
$$

Let int $C$ denote the topological interior of $C$.

[^0]Let $f: A \times A \rightarrow Z$ be a given mapping. Ansari et al. [2] introduced the following vector equilibrium problems: to find $x_{0} \in A$ such that

$$
\begin{equation*}
f\left(x_{0}, x\right) \notin-\text { int } C \quad \text { for all } x \in A, \tag{1.1}
\end{equation*}
$$

or to find $x_{0} \in A$ such that

$$
\begin{equation*}
f\left(x_{0}, x\right) \geq 0 \text { for all } x \in A \tag{1.2}
\end{equation*}
$$

Both problems constitute a valid extension of the scalar equilibrium problem. In case that the map $f$ is multivalued, Ansari et al. [2] also introduced the following set-valued vector equilibrium problem: to find $x_{0} \in A$ such that

$$
\begin{equation*}
f\left(x_{0}, x\right) \not \subset-\text { int } C \text { for all } x \in A, \tag{1.3}
\end{equation*}
$$

or to find $x_{0} \in A$ such that

$$
\begin{equation*}
f\left(x_{0}, x\right) \subset C \text { for all } x \in A . \tag{1.4}
\end{equation*}
$$

In [2], Ansari et al. gave an existence theorem for problem (1.4).
If int $C \neq \emptyset$, and $x_{0}$ satisfies (1.1), then we call $x_{0}$ a weak efficient solution for vector equilibrium problem (for short, VEP) and call (1.1) a weak vector equilibrium problem. If $x_{0}$ satisfies (1.2), then we call $x_{0}$ a strong solution for VEP, and call (1.2) a strong vector equilibrium problem. Denote the set of all strong solutions to the VEP by $V_{S}(A, f)$.

If $x_{0} \in A$ satisfies

$$
\begin{equation*}
f\left(x_{0}, x\right) \notin-C \backslash\{0\} \quad \text { for all } x \in A, \tag{1.5}
\end{equation*}
$$

then we call $x_{0}$ an efficient solution for VEP. Denote the set of all efficient solutions to the VEP by $V(A, f)$.

Up to now, many authors have studied the vector equilibrium problems (see [2-24]), focusing mainly on the study of the existence of weakly efficient solution for the vector equilibrium problems.

If int $C=\emptyset$, then the weak vector equilibrium problems cannot be studied. We know that many a positive cones has an empty interior. For example, in the normed spaces $l^{p}$ and $L^{p}(\Omega)$, where $1<p<+\infty$, the standard ordering cone has an empty interior. In this case, we can study the existence of the efficient solution and the strong solution, and the properties of those solutions set. Giannessi et al. [3] studied the properties of the efficient solutions.

When int $C=\emptyset$, in order to study the VEP, Gong [4,5] introduced the concept of the proper efficient solutions for VEP, such as Henig efficient solution and the super efficient solution for VEP. In addition, Gong gave the scalarization results for Henig efficient solution and the super efficient solution to the VEP; discussed the existence of the efficient solution, Henig efficient solution, and the super efficient solution; and studied the connectedness of Henig efficient solutions set and the super efficient solutions set to the VEP.

We have the following relationships among the various solutions for the VEP.
A strong solution is a super efficient solution, if $C$ is a self-allied cone (the definition of the self-allied cone can be seen in [25], p. 88. In most literature, the self-allied cone is called normal cone). A super efficient solution is a Henig efficient solution, if $C$ has a base. A Henig efficient solution is an efficient solution. An efficient solution is a weak efficient solution, if int $C \neq \emptyset$.

Thus, a strong solution of VEP is an ideal solution, better than other solutions. Hence it is important to study the existence of the strong solution and the properties of the strong solutions set.

As we know, there are very few papers that dealt with the existence of the strong solution for VEP. Following the suggestions by Fan (see [26]), Martellotti and Salvadori [6] studied the existence of the strong solution for VEP and the strong minimax theorem problem for function taking valued in a Riesz space without a linear structure. Ansari et al. [2] presented an existence theorem for the strong vector equilibrium problem by using Kakutani fixed point theorem. Fu [7] established an existence theorem for a generalized strong vector quasiequilibrium problem by using Kakutani-Fan-Glicksberg fixed point theorem. It should be mentioned that these methods required different hypotheses.

In this paper, we will study the existence of the strong solution, discuss the arc-wise connectedness and the closedness of the strong solution set, and give a necessary and sufficient condition for the strong solution for the vector equilibrium problems.

## 2 Existence of the strong solution

Fan [27] and Stoer and Witzgall [28] studied the minimax theorem for real valued con-vex-concave-like function. By using the separation theorem for convex sets, Jeyakumar [29] established the minimax theorem for real valued $\varepsilon$-concave-convex-like function; Gwinner and Oettli [30] obtained the inf-sup theorem for real valued convex-like-almost concave-like function; Gong et al. [5] obtained an existence theorem of super efficient solution to the VEP for almost concave-like convex-like vector valued function. In this section, we give an existence theorem of the strong solution to the VEP for a function which is finite concave-like in its first variable and downward directed in its second variable by using the separation theorem for convex sets.

Now we recall the some definitions.
Definition 2.1 ([31]) Let $A$ be a subset of $X$. A mapping $g: A \rightarrow Z$ is called $C$-lower ( $C$-upper) semicontinuous at $x_{0} \in A$ if for any symmetric neighborhood $V$ of 0 in $Z$, there is a neighborhood $U\left(x_{0}\right)$ of $x_{0}$ in $X$ such that

$$
\begin{gathered}
g(x) \in g\left(x_{0}\right)+V+C \text { for all } x \in U\left(x_{0}\right) \cap A \\
\left(g(x) \in g\left(x_{0}\right)+V-C \text { for all } x \in U\left(x_{0}\right) \cap A\right) .
\end{gathered}
$$

$g$ is called $C$-lower ( $C$-upper) semicontinuous on $A$ if it is $C$-lower ( $C$-upper) semicontinuous at every $x \in A$.

Definition 2.2 ([31]) A mapping $g: A \rightarrow Z$ is called lower (upper) semicontinuous on $A$ if for any $z \in Z$, the set

$$
L(z)=\{x \in A: g(x) \leq z\} \quad\left(L^{\prime}(z)=\{x \in A: g(x) \geq z\}\right)
$$

is closed in $A$.
Lemma 2.1 If $g: A \rightarrow Z$ is $C$-lower (C-upper) semicontinuous on $A$, then $g$ is lower (upper) semicontinuous on $A$.

Proof Suppose that $g$ is C-lower semicontinuous on $A$. We will show that for any $z \in Z$, $L(z)$ is a closed subset of $A$. If this is not true, then there exists $z \in Z$ such that $L(z)$ is not a closed subset of $A$, which means that there exists a net $\left\{x_{\alpha}: \alpha \in I\right\} \subset\{x \in A: g(x) \leq$ $z\}, \lim x_{\alpha}=x_{0} \in A, x_{0} \notin L(z)$. Then $z-g\left(x_{0}\right) \notin C$. Since $C$ is a closed convex pointed cone, there exists a symmetric neighborhood $V$ of 0 in $Z$ such that

$$
\begin{equation*}
\left(z-\left(g\left(x_{0}\right)+V+C\right)\right) \cap C=\emptyset . \tag{2.1}
\end{equation*}
$$

Since $g$ is $C$-lower semicontinuous at $x_{0}$, there exists a neighborhood $U\left(x_{0}\right)$ of $x_{0}$ in $X$ such that

$$
g(x) \in g\left(x_{0}\right)+V+C \quad \text { for all } x \in U\left(x_{0}\right) \cap A .
$$

Since $\lim x_{\alpha}=x_{0}$, there exists $\alpha_{0}$, such that $x_{\alpha} \in U\left(x_{0}\right) \cap A$, for all $\alpha \geq \alpha_{0}$. Hence

$$
g\left(x_{\alpha}\right) \in g\left(x_{0}\right)+V+C .
$$

By (2.1),

$$
\begin{equation*}
z-g\left(x_{\alpha}\right) \notin C \text { for all } \alpha \geq \alpha_{0} . \tag{2.2}
\end{equation*}
$$

On the other hand, by $\left\{x_{\alpha}: \alpha \in I\right\} \subset\{x \in A: g(x) \leq z\}$, we have $z-g\left(x_{\alpha}\right) \in C$. This contradicts (2.2). Hence $L(z)$ is closed. Therefore, $g$ is lower semicontinuous on $A$.

Similarly, we can show that if $g$ is $C$-upper semicontinuous on $A$, then $g$ is upper semicontinuous on $A$.

Remark 2.1 A mapping $g: A \rightarrow Z$ which is lower (upper) semicontinuous at $x_{0} \in A$ does not need to be $C$-lower ( $C$-upper) semicontinuous at $x_{0} \in A$. The counterexample can be seen in [31, pp. 22-23].

We introduce the following concepts.
Definition 2.3 Let $X$ be a real Hausdorff topological vector space, $Z$ a locally convex topological vector space, $C \subset Z$ a closed convex pointed cone, and $A$ a nonempty subset of $X$. A bifunction $f: A \times A \rightarrow Z$ is said to be finite concave-like in its first variable if, for any finite set $A_{0} \subset A$, and for any $y_{1}, y_{2} \in A$ and $t \in[0,1]$, there exists $y_{3} \in A$ such that

$$
t f\left(y_{1}, x\right)+(1-t) f\left(y_{2}, x\right) \leq f\left(y_{3}, x\right) \text { for all } x \in A_{0} .
$$

Definition 2.4 A bifunction $f: A \times A \rightarrow Z$ is said to be downward directed in its second variable if for any $x_{1}, x_{2} \in A$, there exists $x_{3} \in A$ such that

$$
f\left(y, x_{3}\right) \leq f\left(y, x_{1}\right), \quad f\left(y, x_{3}\right) \leq f\left(y, x_{2}\right) \quad \text { for all } y \in A .
$$

If $Z$ is a Riesz space, the above concept was used by Martellotti and Salvadori in [6]. If $f: A \times A \rightarrow Z$ is $C$-lower semicontinuous and proper quasiconvex in its second variable, then $f$ is downward directed in its second variable. The concept of proper quasiconvex mapping can be seen in [32].

Theorem 2.1 Let A be a nonempty weakly compact subset of $X, C \subset Z$ a closed convex pointed cone. Assume that $f: A \times A \rightarrow Z$ is finite concave-like in its first variable and downward directed in its second variable. If for each $x \in A, f(\cdot, x)$ is $C$-weakly upper semicontinuous on $A$ and for any $x \in A, f(x, x) \geq 0$, then $V_{s}(A, f) \neq \emptyset$.
Proof Define a set-valued mapping $G: A \rightarrow 2^{A}$ by

$$
G(x)=\{y \in A: f(y, x) \geq 0\}, x \in A .
$$

By assumption, we have $G(x) \neq \emptyset$ for any $x \in A$. Since for each $x \in A, f(\cdot, x)$ is $C$-weakly upper semicontinuous on $A$, by Lemma 2.1, $G(x)$ is a weakly closed subset of $A$. It is clear that $V_{s}(A, f) \neq \emptyset$ is equivalent to $\bigcap\{G(x): x \in A\} \neq \emptyset$. Thus we need to show that $\bigcap\{G(x): x \in A\} \neq \emptyset$. Since $A$ is weakly compact, we need to show $\bigcap_{i-1}^{n} G\left(x_{i}\right) \neq \emptyset$ for any arbitrary chosen $x_{1}, \ldots, x_{n}$ in $A$. If this is not true, then there exists a set $A_{0}=\left\{x_{1}, \ldots, x_{n}\right\} \subset A$ with $\bigcap_{i-1}^{n} G\left(x_{i}\right)=\emptyset$. Hence for any $y \in A$, there exists $x_{i} \in A_{0}$ such that $y \notin G\left(x_{i}\right)$. This means that $f\left(y, x_{i}\right) \notin C$. Since $C$ is a closed convex pointed cone, there exists a neighborhood $V_{y, x_{i}}$ of zero such that
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$$
\begin{equation*}
\left(f\left(y, x_{i}\right)+V_{y, x_{i}}-C\right) \cap C=\emptyset . \tag{2.3}
\end{equation*}
$$

\]

There exists an open convex symmetric neighborhood $U_{y, x_{i}}$ of zero such that

$$
U_{y, x_{i}}+U_{y, x_{i}} \subset V_{y, x_{i}}
$$

Since $f\left(\cdot, x_{i}\right)$ is $C$-weakly upper semicontinuous at $y$, there exists a weakly open neighborhood $U(y)$ of $y$ in $X$ such that

$$
\begin{equation*}
f\left(y^{\prime}, x_{i}\right) \in f\left(y, x_{i}\right)+U_{y, x_{i}}-C \quad \text { for all } y^{\prime} \in U(y) \cap A . \tag{2.4}
\end{equation*}
$$

By (2.3) and (2.4), we can get

$$
\begin{equation*}
\left(f\left(y^{\prime}, x_{i}\right)+U_{y, x_{i}}-C\right) \cap C=\emptyset \quad \text { for all } y^{\prime} \in U(y) \cap A . \tag{2.5}
\end{equation*}
$$

Thus, for each $y \in A$, there exist $x_{i} \in A_{0}$ and neighborhood $U(y)$ of $y$, and an open convex symmetric neighborhood $U_{y, x_{i}}$ of zero such that (2.5) holds.

Thus $A \subset \bigcup\{U(y): y \in A\}$. Since $A$ is weakly compact, there exists $U\left(y_{1}\right), \ldots, U\left(y_{m}\right)$ with

$$
\begin{equation*}
A \subset \bigcup\left\{U\left(y_{j}\right): j=1, \ldots, m\right\} \tag{2.6}
\end{equation*}
$$

We set

$$
V=\bigcap_{i=1}^{n} \bigcap_{j=1}^{m} W_{y_{j}, x_{i}},
$$

where for each $y_{j}$, and $i=1, \ldots, n$, if $f\left(y_{j}, x_{i}\right) \notin C$, we set $W_{y_{j}, x_{i}}=U_{y_{j}, x_{i}}$; otherwise, we set $W_{y_{j}, x_{i}}=X$. It follows from (2.5) and (2.6) that for any $y \in A$, there exists $x_{i} \in A_{0}$ such that

$$
\begin{equation*}
\left(f\left(y, x_{i}\right)+V-C\right) \cap C=\emptyset . \tag{2.7}
\end{equation*}
$$

Set $h(y)=\left(f\left(y, x_{1}\right)+V-C, f\left(y, x_{2}\right)+V-C, \ldots, f\left(y, x_{n}\right)+V-C\right), \quad y \in A$. We show that

$$
h(A)=\bigcup_{y \in A} h(y)=\bigcup_{y \in A}\left(f\left(y, x_{1}\right)+V-C, f\left(y, x_{2}\right)+V-C, \ldots, f\left(y, x_{n}\right)+V-C\right)
$$

is a convex subset of $Z \times Z \times \cdots \times Z$. Take $\left(z_{1}, \ldots, z_{n}\right),\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right) \in h(A), t \in[0,1]$. Then, there exist $y_{1}, y_{2} \in A$ and $v_{1}, \ldots, v_{n}, v_{1}^{\prime}, \ldots, v_{n}^{\prime} \in V, c_{1}, \ldots, c_{n}, c_{1}^{\prime}, \ldots, c_{n}^{\prime} \in C$ such that

$$
\left(z_{1}, \ldots, z_{n}\right)=\left(f\left(y_{1}, x_{1}\right)+v_{1}-c_{1}, f\left(y_{1}, x_{2}\right)+v_{2}-c_{2}, \ldots, f\left(y_{1}, x_{n}\right)+v_{n}-c_{n}\right)
$$

and

$$
\begin{align*}
\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right)= & \left(f\left(y_{2}, x_{1}\right)+v_{1}^{\prime}-c_{1}^{\prime}, f\left(y_{2}, x_{2}\right)+v_{2}^{\prime}-c_{2}^{\prime}, \ldots, f\left(y_{2}, x_{n}\right)+v_{n}^{\prime}-c_{n}^{\prime}\right) . \\
& t\left(z_{1}, \ldots, z_{n}\right)+(1-t)\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right) \\
= & \left(t f\left(y_{1}, x_{1}\right)+(1-t) f\left(y_{2}, x_{1}\right)+t v_{1}+(1-t) v_{1}^{\prime}-\left(t c_{1}+(1-t) c_{1}^{\prime}\right), \ldots,\right. \\
& t f\left(y_{1}, x_{n}\right)+(1-t) f\left(y_{2}, x_{n}\right)+t v_{n}+(1-t) v_{n}^{\prime}-\left(t c_{n}+(1-t) c_{n}^{\prime}\right) . \tag{2.8}
\end{align*}
$$

Since $f: A \times A \rightarrow Z$ is finite concave-like in its first variable, for above $A_{0}=\left\{x_{1}, \ldots, x_{n}\right\}$ and $y_{1}, y_{2} \in A$ and $t \in[0,1]$, there exists $y_{3} \in A$ such that

$$
t f\left(y_{1}, x\right)+(1-t) f\left(y_{2}, x\right) \leq f\left(y_{3}, x\right) \text { for all } x \in\left\{x_{1}, \ldots, x_{n}\right\}=A_{0}
$$

Thus, there exists $\overline{c_{i}} \in C$ such that

$$
\begin{equation*}
t f\left(y_{1}, x_{i}\right)+(1-t) f\left(y_{2}, x_{i}\right)=f\left(y_{3}, x_{i}\right)-\overline{c_{i}} \quad \text { for all } i=1,2, \ldots, n \tag{2.9}
\end{equation*}
$$

From (2.8) and (2.9), we get

$$
\begin{aligned}
& t\left(z_{1}, \ldots, z_{n}\right)+(1-t)\left(z_{1}^{\prime}, \ldots, z_{n}^{\prime}\right) \\
& \quad \in\left(f\left(y_{3}, x_{1}\right)+V-C, f\left(y_{3}, x_{2}\right)+V-C, \ldots, f\left(y_{3}, x_{n}\right)+V-C\right)=h\left(y_{3}\right) \\
& \quad \subset \cup_{y \in A} h(y)=h(A) .
\end{aligned}
$$

Since $V$ is an open set, $h(A)$ is an open subset of $Z \times Z \times \cdots \times Z$. It follows from (2.7) that

$$
h(A) \bigcap(C \times C \times \cdots \times C)=\varnothing \text {. }
$$

By the separation theorem of convex sets (see [33]), there exists $0 \neq\left(\varphi_{1}, \ldots, \varphi_{n}\right) \in(Z \times$ $Z \times \cdots \times Z)^{*}=Z^{*} \times Z^{*} \times \cdots \times Z^{*}$ such that

$$
\begin{aligned}
& \varphi_{1}\left(f\left(y, x_{1}\right)+v_{1}-c_{1}\right)+\varphi_{2}\left(f\left(y, x_{2}\right)+v_{2}-c_{2}\right)+\cdots+\varphi_{n}\left(f\left(y, x_{n}\right)+v_{n}-c_{n}\right) \\
& \quad \leq \varphi_{1}\left(c_{1}^{\prime}\right)+\varphi_{2}\left(c_{2}^{\prime}\right)+\cdots++\varphi_{n}\left(c_{n}^{\prime}\right) \text { for all } \quad c_{i}, c_{i}^{\prime} \in C, v_{i} \in V, i=1, \ldots, n, y \in A .
\end{aligned}
$$

We can see $\varphi_{i} \in C^{*}$, for all $i=1, \ldots, n$, and

$$
\begin{aligned}
& \varphi_{1}\left(f\left(y, x_{1}\right)+v_{1}\right)+\varphi_{2}\left(f\left(y, x_{2}\right)+v_{2}\right)+\cdots+\varphi_{n}\left(f\left(y, x_{n}\right)+v_{n}\right) \\
& =\varphi_{1}\left(f\left(y, x_{1}\right)\right)+\varphi_{1}\left(v_{1}\right)+\varphi_{2}\left(f\left(y, x_{2}\right)\right)+\varphi_{2}\left(v_{2}\right)+\cdots+\varphi_{n}\left(f\left(y, x_{n}\right)\right)+\varphi_{n}\left(v_{n}\right) \leq 0
\end{aligned}
$$

for all $y \in A, v_{1}, \ldots, v_{n} \in V$. Since $\left(\varphi_{1}, \ldots, \varphi_{n}\right) \neq 0$ and $V$ is symmetric, there exist $\delta_{1} \geq 0, \ldots, \delta_{n} \geq 0$ with $\delta=\delta_{1}+\cdots+\delta_{n}>0$ such that

$$
\varphi_{1}\left(f\left(y, x_{1}\right)\right)+\varphi_{2}\left(f\left(y, x_{2}\right)\right)+\cdots+\varphi_{n}\left(f\left(y, x_{n}\right)\right) \leq-\left(\delta_{1}+\cdots+\delta_{n}\right) \quad \text { for all } y \in A
$$

That is

$$
\begin{equation*}
\left(\varphi_{1}, \ldots, \varphi_{n}\right)\left(f\left(y, x_{1}\right),\left(f\left(y, x_{2}\right), \ldots, f\left(y, x_{n}\right)\right) \leq-\delta \text { for all } y \in A\right. \tag{2.10}
\end{equation*}
$$

Since $f$ is downward directed in its second variable, by induction, we can see that there exists $x \in A$ such that

$$
\begin{equation*}
f(y, x) \leq f\left(y, x_{i}\right) \text { for all } i=1, \ldots, n, \text { and for all } y \in A . \tag{2.11}
\end{equation*}
$$

It follows from (2.11) and (2.10), and $\varphi_{i} \in C^{*}, i=1, \ldots, n$,

$$
\left(\varphi_{1}, \ldots, \varphi_{n}\right)(f(y, x),(f(y, x), \ldots, f(y, x)) \leq-\delta \quad \text { for all } y \in A
$$

Taking $y=x$, we have

$$
\left(\varphi_{1}, \ldots, \varphi_{n}\right)((f(x, x),(f(x, x), \ldots, f(x, x)) \leq-\delta<0 .
$$

However, by assumption, $f(x, x) \geq 0$ and $\varphi_{i} \in C^{*}$, we have

$$
\left(\varphi_{1}, \ldots, \varphi_{n}\right)((f(x, x),(f(x, x), \ldots, f(x, x)) \geq 0
$$

This is a contradiction. Thus,

$$
\bigcap\{G(x): x \in A\} \neq \varnothing .
$$

There is $x_{0} \in \bigcap\{G(x): x \in A\}$. This means that

$$
f\left(x_{0}, x\right) \geq 0 \quad \text { for all } x \in A .
$$

By the definition, we have $x_{0} \in V_{s}(A, f)$.
Example 2.1 Let $X=R, A=[-1,1] \subset X, Z=R^{2}$, and $C=R_{+}^{2}=\{(x, y): x \geq 0, y \geq$ $0\}$. Let $f: A \times A \rightarrow R^{2}$ be defined by $f(y, x)=\left(y-x,(y-x)^{3}\right),(y, x) \in[-1,1] \times[-1,1]$.

It is easy to see that the condition of Theorem 2.1 is satisfied. We have $1 \in V_{s}(A, f)$.
Definition 2.5 Let $A \subset X$. $A$ bifunction $f: A \times A \rightarrow Z$ is called to be arc-concave-like in its first variable if, for any $y_{1}, y_{2} \in A$, there exists an arc $I_{y_{1}, y_{2}}(t) \subset A$ such that, for each $t \in[0,1]$, the following property holds:

$$
t f\left(y_{1}, x\right)+(1-t) f\left(y_{2}, x\right) \leq f\left(I_{y_{1}, y_{2}}(t), x\right) \quad \text { for all } x \in A \text {, }
$$

where $I_{y_{1}, y_{2}}:[0,1] \rightarrow A$ is a continuous map with $I_{y_{1}, y_{2}}(0)=y_{1}, I_{y_{1}, y_{2}}(1)=y_{2}$.
Remark 2.2 It is easy to see that, if $f$ is arc-concave-like in its first variable, then, $f$ is finite concave-like in its first variable.

Theorem 2.2 Let A be a nonempty weakly compact subset of $X, C \subset Z$ a closed convex pointed cone. Suppose that mapping $f: A \times A \rightarrow Z$ is arc-concave-like in its first variable and downward directed in its second variable. Furthermore, if for any $x \in A, f(\cdot, x)$ is $C$-weakly upper semicontinuous on $A$ and for any $x \in A, f(x, x) \geq 0$, then, $V_{s}(A, f)$ is a weakly closed arc-wise connected set.

Proof By Remark 2.2 and Theorem 2.1, we know that $V_{s}(A, f) \neq \emptyset$. We show that $V_{s}(A, f)$ is an arc-wise connected set. Consider $y_{1}, y_{2} \in V_{s}(A, f)$, then, for $i=1,2$,

$$
f\left(y_{i}, x\right) \geq 0 \quad \text { for all } x \in A .
$$

For any $t \in[0,1]$, we have

$$
0 \leq t f\left(y_{1}, x\right)+(1-t) f\left(y_{2}, x\right) \leq f\left(I_{y_{1}, y_{2}}(t), x\right) \quad \text { for all } x \in A,
$$

since $f(y, x)$ is arc-concave-like with respect to its first variable. Thus, we have $I_{y_{1}, y_{2}}(t) \in$ $V_{s}(A, f)$, for all $t \in[0,1]$. Hence, $V_{s}(A, f)$ is an arc-wise connected set.

Now we show that $V_{s}(A, f)$ is a weakly closed subset of $X$. Let a net $\left\{x_{\alpha}: \alpha \in I\right\} \subset$ $V_{s}(A, f)$ be given such that $\left\{x_{\alpha}: \alpha \in I\right\}$ weakly converges to $\bar{x}$. Since $\left\{x_{\alpha}: \alpha \in I\right\} \subset A$ and $A$ is weakly compact, $\bar{x} \in A$. For any $y \in A$, we have

$$
\left\{x_{\alpha}: \alpha \in I\right\} \subset\{x \in A: f(x, y) \geq 0\} .
$$

Since $f(\cdot, y)$ is $C$-weakly upper semicontinuous on $A$, by Lemma 2.1, $\{x \in A: f(x, y) \geq 0\}$ is a weakly closed subset in $A$. Thus, we have $\bar{x} \in\{x \in A: f(x, y) \geq 0\}$. By the arbitrary of $y \in A$, we have

$$
f(\bar{x}, y) \geq 0 \quad \text { for all } y \in A
$$

This means that $\bar{x} \in V_{s}(A, f)$. Thus, $V_{s}(A, f)$ is weakly closed.

Example 2.2 Let $X=R, A=[-1,1] \subset X, Z=R^{2}$, and $C=R_{+}^{2}$. Let $f: A \times A \rightarrow R^{2}$ be defined by $f(x, y)=(1+x-y, 1+x-y),(x, y) \in A \times A$.

It is easy to see that the condition of Theorem 2.2 is satisfied. It is clear that $[0,1]=$ $V_{S}(A, f)$ is a closed convex set.

## 3 The application

Now let $g: A \rightarrow Z$ be a mapping. We consider the vector optimization problem

$$
\text { (VOP) } \min _{x \in A} g(x) \text {. }
$$

Definition 3.1 $x_{0} \in A$ is called a strong solution for (VOP) if

$$
g(x) \geq g\left(x_{0}\right) \text { for all } x \in A .
$$

Aubin and Ekeland [34], Jahn and Rauh [35], and Gong et al. [36] have studied the optimization condition for the strong solution of vector optimization problem. In this section, we will apply Theorem 2.1 to get the existence theorem of strong solution for (VOP).

Definition 3.2 Let $g: A \rightarrow Z$ be a mapping. $g$ is said to be convex-like, if for any $x_{1}, x_{2} \in$ $A, t \in[0,1]$, there exists $x_{3} \in A$, such that

$$
g\left(x_{3}\right) \leq \operatorname{tg}\left(x_{1}\right)+(1-t) g\left(x_{2}\right) .
$$

Definition 3.3 Let $g: A \rightarrow Z$ be a mapping. $g$ is said to be downward directed if for any $x_{1}, x_{2} \in A$, there exists $x_{3} \in A$, such that

$$
g\left(x_{3}\right) \leq g\left(x_{1}\right), g\left(x_{3}\right) \leq g\left(x_{2}\right) .
$$

Proposition 3.1 Let $A$ be a nonempty weakly compact subset of $X, C \subset Z$ a closed convex pointed cone. Assume that $g: A \rightarrow Z$ is a convex-like, downward directed, and $C$-weakly lower semicontinuous mapping on $A$. Then there exists some $x_{0} \in A$, which is a strong solution for (VOP).

Proof Set $f(y, x)=g(x)-g(y),(y, x) \in A \times A$. By the assumption, we know that $f: A \times A \rightarrow Z$ satisfies the condition that Theorem 2.1. By Theorem 2.1, there exists some $x_{0} \in A$ such that

$$
f\left(x_{0}, x\right) \geq 0 \text { for all } x \in A .
$$

Thus we have

$$
g(x) \geq g\left(x_{0}\right) \text { for all } x \in A .
$$

This means that $x_{0}$ is a strong solution for (VOP).

## 4 The necessary and sufficient condition

In this section, we give a necessary and sufficient condition for the strong solution to the VEP, which reveals the relation between the strong solution and the efficient solution to the VEP.

Definition 4.1 ([25] p. ix) Let $D$ be a nonempty subset of $Z$. $D$ is called downward directed, if for every $d_{1}, d_{2} \in D$, there exists a $d \in D$ such that $d \leq d_{1}, d \leq d_{2}$.

Theorem 4.1 Let A be a nonempty compact subset of $X, C \subset Z$ a closed convex point cone. Let $f: A \times A \rightarrow Z$ be a given mapping. Assume that for each $x \in A, f(x, \cdot)$ is lower semicontinuous on $A$, and $f(x, x)=0$ for all $x \in A$. Then, $x_{0} \in V_{s}(A, f)$ if and only if $x_{0} \in V(A, f)$ and $f\left(x_{0}, A\right)$ is downward directed.

Proof Let $x_{0} \in V_{s}(A, f)$. It is clear that $x_{0} \in V(A, f)$, since $C$ is a pointed cone. For any $y_{1}, y_{2} \in A$, by $x_{0} \in V_{s}(A, f)$, we have

$$
0 \leq f\left(x_{0}, y_{1}\right), 0 \leq f\left(x_{0}, y_{2}\right) .
$$

By assumption,

$$
0=f\left(x_{0}, x_{0}\right) \leq f\left(x_{0}, y_{1}\right), \quad 0=f\left(x_{0}, x_{0}\right) \leq f\left(x_{0}, y_{2}\right) .
$$

Thus, $f\left(x_{0}, A\right)$ is downward directed.
Conversely, let $x_{0} \in V(A, f)$ and $f\left(x_{0}, A\right)$ be downward directed. For every $y \in A$, let $L(y)=\left\{x \in A: f\left(x_{0}, x\right) \leq f\left(x_{0}, y\right)\right\}$. Since $f\left(x_{0}, \cdot\right)$ is lower semicontinuous on $A, L(y)$ is closed in A. It is clear that $y \in L(y), L(y) \neq \emptyset$. For $y_{1}, \ldots y_{n} \in A$, since $f\left(x_{0}, A\right)$ is downward directed, by induction, we can see that there exists $y \in A$ such that

$$
f\left(x_{0}, y\right) \leq f\left(x_{0}, y_{i}\right), \quad i=1, \ldots, n
$$

We have

$$
y \in \bigcap_{i=1}^{n} L\left(y_{i}\right)
$$

Since $A$ is compact, $\bigcap_{y \in A} L(y) \neq \emptyset$. Hence, there exists $y_{0} \in \bigcap_{y \in A} L(y)$. We have

$$
\begin{equation*}
f\left(x_{0}, y_{0}\right) \leq f\left(x_{0}, y\right) \text { for all } y \in A \text {. } \tag{4.1}
\end{equation*}
$$

Hence,

$$
f\left(x_{0}, y_{0}\right) \leq f\left(x_{0}, x_{0}\right)=0 .
$$

We have

$$
f\left(x_{0}, y_{0}\right) \in-C .
$$

If $f\left(x_{0}, y_{0}\right) \neq 0$, then

$$
\begin{equation*}
f\left(x_{0}, y_{0}\right) \in-C \backslash\{0\} . \tag{4.2}
\end{equation*}
$$

Since $x_{0} \in V(A, f)$, we have

$$
f\left(x_{0}, y\right) \notin-C \backslash\{0\} \text { for all } y \in A .
$$

This contradicts (4.2). Hence, we have $f\left(x_{0}, y_{0}\right)=0$. By (4.1), we have

$$
0 \leq f\left(x_{0}, y\right) \text { for all } y \in A .
$$

This means that $x_{0} \in V_{s}(A, f)$.
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